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The standard assumption in game theory and decision theory is that the


game/decision problem is, in a sense, completely understood.


For example, decision problems are typically described in terms of


states and outcomes, where acts are taken to be


functions from states to outcomes.  It is typically assumed that a


decision maker (DM) knows the state space, the outcome space, and the


set of feasible acts.  But this is far from clear in practice.  


In a complex decision problem,  agents may be unaware of many relevant


features, and thus unaware of possible states, outcomes, and feasible acts.
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Scientific Progress

The ultimate goal of this project is learning in the presence of unawareness. In this reporting period, I am my student Samantha 
Leung  continued contineud work on a novel approach to representing and reasoning about the type of uncertainty that will 
typically arise when learning in the presence of unawareness. Typically uncertainty is represented by a single probability 
measure. But this does not seem appropriate if the agent has just learned about some new concepts of which she was not 
previously aware. In the absence of reliable experience with these new concepts, it seems unreasonable to expect the agent to 
be able to describe a single distribution to represent her uncertainty. It is perhaps more plausible that there should be a set of 
distributions. But then how should decisions be made using this set of distributions? And how should the set be updated in light 
of new information?





To understand the problem, suppose that the agent is initially uncertain about the bias of a coin (so that the probability of heads 
could be anywhere between, say, 1/3 and 2/3). This uncertainty can be represented in the obvious way by a set of distributions. 
But now suppose that the agent tosses the coin repeatedly, observing that roughly 1/3 of the coin tosses are heads. This should 
make the measures that assign a probability significantly different from 1/3 to heads more and more unlikely.  We thus put 
weights on these measures, ranging from 0 to 1; roughly speaking, the weight of a meausre can be viewed as measuring how 
likely that measure is to be the true measure.  We then defined a notion of regret with respect to these weighted measures. As 
we showed, this approach is psychologically plausible, converges to expected utility maximization in the limit, as more 
information is learned, handles unawareness, and has an elegant axiomatization.  In this reporting period, we considered a 
notion of likelihood determined by this approach to decision making; in addition, we focused on the dynamic problem: how 
should decision be made using this approach over time.  It turns out that, in this case, a key question is what the menu of 
alternative should be.  Should forgone opportunities, ones that are no longer options given previous decisions, be taken into 
account when computing regret?  While it has been argued that a rational person should just look forward, and not take into 
account actions that cannot be undone, it is cldaer that people do take into account foregone opportunities when computing 
regret.  Moreover, it turns out that doing so allows us to avoid some standard anomalies in decision making (like endless 
procrastination).





In other work, Rafael Pass, Adam Bjorndahl (my Ph.D. student), and I considered what we called language-based games, in 
which utility is defined over descriptions in a given language.


By choosing the right language, we can capture psychological games (where an agent's utility may depend, for example, on his 
beliefs regarding others and expectations) and reference-dependent preference (where utilities can depend for example, on 
how the price of an object compares to a reference point).  Of special interest to us are languages that can express only coarse 
beliefs (e.g., the


probability of an event is ``high'' or ``low'', rather than ``the


probability is .628''): by assuming that a player's


preferences depend only on what is true in a coarse language,


we can resolve a number of well-known paradoxes in the literature, including the Allais paradox. Despite the expressive power 
of this approach, we show that it can describe games


in a simple, natural way. Nash equilibrium and rationalizability are


generalized to this setting; Nash equilibrium is shown not to exist in


general, while the existence of rationalizable strategies is proved


under mild conditions on the language.  This line of research is relevant to the overall goal of the project since one important 
question of interest is dealing with the case where the language talks about awareness.
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